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/2Research in computer understanding of natural language has led to the
f onstruction of programs which can handle a number of different types of
language, including questions about the contents of data bases, stories and
news articles, dialogues, and scene descriptions. This research draws on and
has in turn had an effect on many other research areas, including software
engineering, linguistics, psychology, philosophy, and knowledge
representation. This paper provides a brief history and overview of the
field, along with examples and explanations of the operation of several
natural language understanding programs. The limitations of our current
technology are discussed, and assessments are given of the most promising
current research directions.f
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. :ntroduction

The original purpose of this paper was to give some answers to the following

iuestions about the state-of-the-art in natural language understanding systems:

What are the limits now?

What are the obstacles to progress?

Where are the answers likely to lie?

:n order to be able to answer these questions, I first set out what I feel are the

major lines of natural language research today, including the study of such topics as

knowledge representation, metaphor, "speech acts" (the use of language to achieve

goals), modeling of "common sense" and plausibility judgement, relationships between

language and perception, etc. One -way to make sense of this potpourri of research

topics is to consider the basic questions being explored by two or more of the

research areas. Looked at this -day, I think that the following five qestions are

motivating much of the current research in natural language understanding:

(i) What is the function/nurpose of language?

language is in general used by a speaker to achieve goals. Unless we understand

these goals, we cannot understand the language. Goals may be extremely complex: a

speaker may mean to inform, correct, or mislead a listener; or a spaker may wish to

have the listener perform a physical or cognitive action, or undergo a certain kind of

experience, or answer questions, and so on. Often it is necessary to have a model of

the speaker's ordinary behavior in order to understand the speaker's goals -- the

language alone may not be sufficient. And in order to tell whethcr or not a s3eaker

is telling the truth, a listener must be able to comoare the speaker's language with

models embodying knowledge of human behavior as well as the behavior of the physical

world. To make matters even more problematic, any given utterance may be used to

seve quite different goals in different situations, and a single utterance may sefe

multiple goals simultaneously.

r2) What ioes it mean to "understand language" and

how could we show that a system can understand?

Research attention has focused on the sentence for a lonq time. However, mnnv

important uits of langualge are much larger than the sentence: ialo4gues.

instructions, scene and event lescrintions, stories, explanations, etc. We currenti:t

lack the ability to assign meaning and ourose to all but the very simolest of these

b
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larger units of language.

(3) How car a program deal with novel language?

The preponderance of work to date has allowed us to deal with novel syntactic

structures, but we have relati.ely very little 7xiderstanding of methods for iealing

with novel semantic structures, and virtually no methods for dealing with novel

concepts expressed in language. We have a need for semantic methods which can give us

meanings for phrases, e.g. "engine housing acid corrosion damage report summary'; we

also need a dramatically expanded .mderstanding of metaphor and other non-literal

lanugage (e.g. "The soldiers were shattered by the experience" or "'We found a

refrigerator graveyard.").

() Ho-w can a program judge whether language is meaningful?

How do we konow that "The man jumped over the fence" can be literally meaningful

whereas "The cow jumped over the moon" can not? H-!ow can we decide that a message is

garbled or that its sender is deranged? 'low can we decide that a metaphorical

interpretation is intended, and how can we know that a given metaphorical

interpretation is sensible? To answer such questions a system needs ",conmon sense",

and common sense must surely be based on an extensive and detailed model of the

physical world, as well as of the worlds of human action nd inner exoerience (e.g.

perception, emotion, memory, etc.).

(5) ]hat is the most effective "Ay to make the restricted nataral langage

systems of the foreseeable future seem natural to humans?

We have only the beginnings of an understanding of how users will behave with

natural language systems. Thus there has been to date a f"air iegree of mismatch

between systems and users. We would like to be able to evaluate both existing systems

and future design alternatives for usefulness and convenience. We woull like to able

give casual users systems that allow natural expression, that do not )ften surrrise

users by not understanding or misunderstanding their language.

The rest of this paper is organized historically. T could not find a zood way to

fit together the five questions above to forn a coherent nicture of the current

state-of-the-art of research, and found it was even more difficult to show how the

current -.uestions related to the ultimate naturlal larnuage orocessin, iuestions.
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discovered, however, that current research directions seemed much more sensible if

they were viewed as responses to specific shortcanings of earlier ways of looidng at

the Drocess of natural language ,mderstanding.

2. Ancient History

Before 1940 computers, if they were thought about at all, were considered to be

number processors. During the iO's, to major developments led to the view of

comrputers as somewhat more than simple number processors. The first set of ideas -as

due to McCullough and Pitts, who theorized that each neuron is a logical device

(roughly an AND or OR gate). .e now Inow that each neuron is far more complex than

they believed it to be, but their ideas were important in that they suggested that all

intelligent processing, whether arithmetic or symbolic, numerical or verbal, couli be

performed by a single type of mechanism. Thus their views were important in a much

more precise formulation of the brain-canputer analogy than had been possible before.

The second major piece of work was Shannon's work on information theory; ha,non

showed that both numbers and text could be treated as special cases of a more general

concept he called "information", that information content could be quantified. and

that ideas about information had interesting mathematical and practical applications.

2.1 "4achine Translation

3nannon's work led in the early 50's to .',at w will call "the era of machine

translation". Being able to treat text and language in general as information allowed

the possibility that language night be manipulated on the new digital omputers that

were then being constricted. The initial idea for machine translation was the

following: translation is a process of dictionary look-un, plus substitution, nlus

ammatical re-orderi.ng. As an exsmple, the -glish sentence, ": must go home" !oul'

be translated into the ,erman "Ich muss nach Hause gehen" by substituting "Tch" for

"", "muss" for "must", "gehen" for "go" and "nach Hause" for "home". :n the process

two words, "nach Hause" (to the house) had to be 3ubstituted for "home" -- we won t

w,'or7 here about that fine point -- and a simple d:-ind of grammatical re-orderinz ha,

to take place to move the rerb to the end of the sentence.

For simple examples this model of the possibilitv of translation seems rather

intriguing. However, it 3oon became lear that translation is reali'v not ossib>

ithout ,zderstanling. 7o illustrate the need for unierstandina in translation ,a
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classic story (probably apochryphal) describes the machine translation of the phrase

"The spirit is willing but the flesh is weak" into Russian and then back into awlish:

the translation is said to have cane out: "The vodka is strong but the meat is

rotten."

Clearly a greater amount of world knowledge was needed; a program had to

understand what was being said in order to be able to translate it properly. Yet

another classic example was given by Bar-Hillel in a 1964 paper in which he explained

why he "as leaving the field of machine translation. Bar-illel cited the sentences,

"The pen is in the box" and "TPhe box is in the pen", and essimistically stated that

he could not imagine how a machine could translate both sentences correctly, assigning

"oen" the meaning "writing implement" in the first sentence, and "playpen" or

stockpen" in the second. "hile we still have a long way to go before we could claim

to have programs that truly understand or translate a significant range of types of

language, we do now know how to write programs that can appropriately assign different

meanings to "pen" in Bar-Hillel's examples above by using a system which can

manipulate simple spatial models of objects FWaltz 30].

The work on machine translation did give a great deal of impetus to work on

syntactic theory as evidenced especially by the work of Chomsky and also to a degree

in the early work on parsing high-level languages for caupiler construction, now a

core topic in computer science.

To continue this brief history, other major ideas that have been influential in

the history of natural language processing surfaced in the 50's. I refer specifically

to the introduction of the idea of heuristic search by lewell and Simon in 195 and

also to the introduction of the ISP programming language by '4cCarthy in Or. Most

natural language processing systems have been written in LISP.

The entire field field of machine translation essentially came to an end in the

early 60's. It is only now undergoing a 'Kind of renaissance, using X! models of

meani4g, but the early effort was a nearly cnoplete failure.

%. The 3emantic Information Processing ira

'ut of -he rabble of machine translation effort grew an effort that is cose'v

asso-.iatedi tit artificial intelligence. The "semantic infornation nrocissin: 'ra"

rouhly '162-!1 rroduc.d a number of ideas usel in toiav'3 Lintural langia

a -l1aton srstes, 3ome of vwhich have prov.'i to be of nractiaI v-ilue. Tme notable
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ideas of this era are the following:

(II) the use of limited domains for language understanding systems; rather than

attempting to understand all language, the limited domain approach is to design a

system that is expert in one specific area of language, but perhaps know nothing at

all about any other domain;

(2) the "big switch" theory -- to rationalize the study of limited imains as a

contribution to a full cognitive theory, the "big switch" theory was advanced; the

big switch theory holds that it is possible to construct a broadly intelligent system

by generating exerts in a number of limited danains and then piecing together a huge

system containing these experts along with a special expert, the "big switch", which

could select the appropriate ex -t to handle any given problem;

() the use of key words to trigger certain actions -- natural language programs

using this idea look in a sentence for one or more key words and, on the basis of Ahat

is found, take appropriate action (I give an examnle below);

(4) the "translation" of naglish into formal languages -- some of the formal

languages that have been used include predicate calculus, lata base query languages,

and sets of linear equations.

Overall, we could characterize the approaches of the '0s to natural language

processing as "engineering approaches", approaches -which attempted to solve specific

problem ianains, not to embody psychological reality. What do I mean by "engineering

approaches"? Let us look at some examples.

.I K(eyword Systems

The first example is the use of key words. "ey words were particularly important

in the LIA and DOCTOR programs written by leizenbaum "I ,an thp ?ARRY program

(.kiich simulated a paranoid person) by Colby and his collaborators r1 r<.

i
-i;i..
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P.AT"ERN RESPONSE

(* coputers *) Do c-anuters frighten you?
' mother * Tell me more about your family.

<nothing matches> Please go on.

Figure 1. Simplified ELIZA natterns and responses.

in Figure 1 (a highly simplified example based on ELIZA) l*" matches any word or

list of words (including no words at all) and the literal words such as "comnuters"

can only match words like "computers". .Thus if someone were to type "I hate

cauputers" to the ELIZA program, it might respond, "Do computers frighten you?" If the

person typed, "YIV mother is an electrician," ELIZA could respond, "Tell me more about

your family". ELIZA was also capable of using phrases and words which matched

oatterns to construct responses; thus, it could respond to "I believe that <x>" with
"How long have you believed that <x>".

3.2 Translating English into a Formal System

As an example of the translation ot iglis into a fornal language, consider

Bobrow's STUDENT program 7Bobrow 1968] which translated algebra word problems into a

set of linear equations. STIJUDE treated each input sentence as though it

corresonded to a simple equation; thus, "John's age now is two times '4ary's ae"

would be translated into an equation such as "JA = 2 * '1A". In order to perform this

translation, 3obrow's program had to note that John's age now is a variable 'JA',

Aary's age is a variable (MA), and "is two times" should be translated into "2 *" in

the equation. 3imilarly the equation, "L . three ,ears John will be six years older

than Mary" translates into the equation "JA + 3 = "4A + 6". This program. once it had

formed as many equations as variables, could then pass the equations to another

program that was expert at solving simultaneous linear equations. The ilea of

translating algli3h into fornal languages has led to many other programs incl:din

not; of the current ieneration natural language data base "front en-s".

:.3 Data Sase luestion-knswering

.nother orecursor of lata base ouLery generation from Thglish was the T3J-3ALL

crogr. of reenF I .... BA3kLL had a tabular lata base much like tht showcn in

-i .-re 2a, containing info rnation about all the games playei in the \merican ",eaI'Ie
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luring one season. ;'hen given a question 3uch as "Who iJi the Yankees play on July

-',, the BASEALL program turned this into a Juery t-anlate similar to the one shown

in Figure 2b. BASEBALL couli then canpare this qrly temolate with the iata base ani

return the answer "Red Sox".

mONTH PIACE DAY 1AE WINNER/SCORE LOSER/3CORE
July JIeveland 5 95 White Sox/ 2 Indians/ D

July Boston 7 96 Red So x/ 5 Yankees/ z

July Detroit v 97 Tigers/ 10 Athletics/ 2

Figure 2a. BASEBALL-s iata base.

(OR (July 7 -- Yankees/-- ?.AM, ER/--)

(July 7 -- ?NS /-- Yankees/ -- )

Figure 2b. A o'iry template in BASEALL.

ll these wrograms illustrate some of the inds of "engineering techniques" that

were used to handle language Auring the 60s, techniques which illustrated the

simplifications possible through the restriction of inputs to narrow semantic lamains.,

and -@hich offlerred the prmise of near-term oractical applications. 'Jnfortunately,

the programs leveloped using these techniques shed very little lLght on the cognitive

processes -nderlying langu-age canprehension.

I. 1?7- - The Flowering of Semantic Infornation Processing and Seeds of oniti.e

Science

The years around 10) orovel to be noteworthy for a number of reasons. - -il

iescribe briefly several well-known and influential programs that anearel arouii

9'D, and -'4nich oushed the notion of s-enti infornation processing to "to ii t"a-

limits.

1. ST{HRDLU

The first procr-m is ",inora s S-32T " ino-,- ra ' . "rino=r'2 s

assulmed that two nain Inaln, ies ",re true. The :irst ",s that .3e ? n- o ----
anaiogous to pram, that 3, toat sentences uld be "anlersto I" n n
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them into programs. The programs thus created could then be used to carry out various

tasks !e.g. moving blocks on a table), or search for information in STiDL's data

base, or generate an answer for its user. The second, related analogy -gas that words

eorrespond to program steps. Thus, word "definitions" for 3"riDLU were program

fragments in the MICROPLANNER programming language F'3ussman and McDermott 10"21;

.I3ROPLANNER, inspired by Hewitt's [19691 ?LANNER language, was centered around the

ideas of heuristic search. Thus, inograd's program 1,mified the much earlier

heuristic search material with natural language processing. 3HRDLU's grammar itself

operated by a heuristic search process; it tried out a certain interpretation of a

sentence, and if it could not make syntactic or semantic sense of the sentence, S-,DLU

would back up and try a different interpretation.

SM;DLU solved a broad set of problems, and wdas able to handle sentences
exhibiting a wide variety of linguistic phenomena. Tt interreted declaratve

sentences as data base updates, interrogative sentences as data base searches, and

4merative sentences as specifications for goals; these goals were achieved by first

forming and then executing a plan, which generally involved data base search and

update as well as sentence generation. Winograd's dissertation also included detailed

analyses of SIHDLU's limitations, and listed a number of examples that would be

lifficult to handle within Winograd's paradigm. S=DL0's linguistic coverage was very

broad caanared to previous programs. It was able to handle, for instance.

luantification, some kinds of pronouns, and negation. it -as able to learn word

lefinitions, generate natural-sounding dialogue, and answer iuestions about the

"i3-tory of its dialogue and plan execution. An example of the operation of .inograf's

program is shown in ?igure .
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you 47V Akd4y aipu di hpo f~e

Figure 3
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4. 2 LUN AR

The second piece of work fran around 1970 which I would like to discuss is Woods-

LUNAR program 'Woods at al 1?9"2, -Which was a natural language front end for a data

base containing moon rock sample analyses. For parsing sentences (i.e. finding the

syntactic structure of the sentences) Woods used Augmented Transition Networks 'ATNs)

-Woods 19'01, which iimlamented a heuristic search much like the kind -hat Winograd

used in SI{RDLU. Woods' formulation was so clean and natural that it has been used

since then for most narsing and language understanding systems. Woods also introduced

a very general notion of quantification based on predicate calculus and used

sophisticated techniques to translate questions into data base queries. An example of

a sentence that Woods' LUNAR program could answer is: "3ive me all analyses of

samples containing olivine."

Both LUNAR and SHMDLU were canprehensive systems; both could use relatively

unconstrained language; both worked in very narrow domains, but had complete,

privileged knowledge of their worlds. (LUNAR 'new everything that could be k nown

about the data base of lunar rocks; SHRDLU was the keener of the block's world.) Both

also have proved to be non-portable and non-etensible. Although there were several

attempts, no serious production programs ever developed from either of the pieces of

-ordk. Both were prototypes which had a limited life and are now no longer used.

1.3 .1 LP

NL? , a third interesting program from around 1970, came out of the work of

3eorge Heidorn on the use of natural language to set un siulations Meidorn jo-'.

For example, given the following sentences (a partial transcript of the progrm 3

oreration) Aeidorn s program could set up a simulation, and run it to answer

que stions:

User: When a vehicle arrives at a station, it leaves there tmmediately if the

length of the line at a pump in the station is not less than 2.

oercent of the vehicles are cars and a fourth are trucks.

7nere is just one nuap.

A 34mulation time of 3 hours is desired.

Ask qestions for further info.
ystem: '1W F7 DO 'V-EHILES RRITVE AT 7E TTN?

"7ser: The arrivals of vehicles are nornill' istributei with ' tein of

ti.c31tes.
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(system asks more questions, eventually judges that the oroblem statement is

canlete, and can then answer questions about the sit"ation that was iescribe

to it or about the simulation itself)

ieiiorn's program embodied a model of what a complete simulation wouli have to inc ude

and was able to ask questions of the user if the information that was given was

insufficient. Thus, Heidorn's program embodied a kdnd of "orli knowledge about what

constitutes a complete formulation of a problem.

4.4 MARCIE

Also around 1970 another influential piece of work by Roger Schank was completed.

This work has continued to this day. Schank has dealt with much more unconstrained

language, particularly language about human actions. Schank's work -was based on the

ievelopment of a set of "pimitives of conceptual dependency". Ull sentences input to

Schank's systems are translated into structures centered around a small number of

Drimitives. The primitives (which have changed a little over the years, and have

varied in number from 14 to 16) include TIRANS, which stands for "transfer of mental

information"; ATRANS, which stands for "transfer of possession"; 7RANS, whnich 1:
stands for "physical transfer of an object from one location to another"; CONC, short

for "conceptualize", or think about; YBUILD, which stands for "build memoryr

structures"; A=END, -Which covers see, hear, taste, smell, touch; ".ROEL, which

stands for "the application of physical force to an object"; MOVE, that is, move a

body part; MASP, that is hold in one's hand; NGEST, and =EL. Sentence meanirL-

representations are formed by using these primitives in conjunction with other .or ls

in a sentence to form a kind of "semantic network" (see examples below). 7:ach

primitive of conceptual dependency is also associated -ith a case grammar-like frame

-illmore 1 631 that specifies which words can occur with the primitive in a sensible

maner. Thus, for instance, MTRANS (the transfer of mental information) requires that

there be an intelligent source for the mental infor-nation and an intelligent recipient

for the information. (:%WRANS is the primitive used internally to represent such

liverse words as tell, hear, say, speak, read, etc.)

.onceptual derendency primitives have been used not only to reDresent meanin:z but

also to organize expectations; for example, having lecijel that mental information

was transferred to a hearer Schank's rograms could predict that th . earer .ouli

thereafter have that information available in memory.

S
- .4
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The MARGIE program 3chank et al 19731 could accept simple sentences and answer

questions about them, generate paraphrases of those questions, and n.-ake inferences

based on the questions. For example, given the statement, "John gave Mary an

aspirin," the inference program generated sentences such as: "Mary felt sick," "aryj

wanted to feel better," "John Wanted Mary to feel better," "Mary asked John for an

aspirin," etc. (All these were viewed as plausible, not necessary inferences.)

Figure 4 shoms some examples of conceptual dependency diagrams corresponding to

input sentences. In Figure 4a is a structure corresponding to "John grew six inches".

One can read this roughly as "John's size went from some value X to some value X + 6

inches". The representation of the aTparently similar sentence, "John grew corn" is

quite different, as shown in Figure 4b. This structure can be roughly read, "John did

something (tnspecified) which caused the size of the corn to go from some size X to

some size X + Delta".

Figure 4c is a conceptual dependency diagram corresponding to a sentence, "John

gave Mary a bicycle." This struct-are can be roughly read, "John transferred possession

of the bicycle from himself to Mary."

In Figure 41 the related sentence, "Mary got a bicycle from John" has a very

similar representation except that Mary is listed as the agent, i.e. the actor "who

caused the transfer of the bicycle from John to her.

1.5 Other ideas from the earl 70's

.Also in the early 70's there were several other contributions that 'have played an

imrortant role in defining current research topics. rdo such contributions were .lade

by 3earle F19701 and -rice fI975] on "speech act theory".

Speech act theory attempts to account for the purposes for Which language is

used, as opposed to the (logical) meaning of individual sentences. As an example, if

given the sentence, " ouli you pass the salt," we uderstand this not as a request for

infornation about ,4hether we are physically capable of passing the sal-, but as A
request to carry7, out the action of actually doing so. n this sense, speech act

theory points out that sentences are not analogous to programs -- that is, thut ro

direct translation of a sentence into a program forn ill capture all its uieaning(s .

Language consists of acts by speakers, and as such, the intentions, goals, strategies,

and beliefs of both speakers and listeners are of central importance in znderstanling

language.
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5. lessons of the 'O's

ther phenomena were noted luring the '"s that we still lo not 'Mow how to ieil

with well. T-hese include zrocessing language "wnich falls outside of a narrow lomain,

handling dialogue (which can itself be the topic of conversation in any dialog'e),

insuring rapid response, and meeting other "human factors" requirements ',such as

presenting infornation to a user of the natural language system in a way that is

unmbiguous, teaches the user about the system's abilities and limitations, etc.'.

Speed is especially important. If users have to wait a long time for a response, they

can become very impatient, so efficiency of the algorithms for natural language

processing is of importance. (I'l have more to say about some of these issues on

lealing with real users when I talk about the accamplisments of the PIA.FS system.

5.1 Knowledge Rerresentation

Another major realization during the 70's has been that knowledge representation

fornalisms are of central importance to all natural language processing. 3efore we

can put knowledge into a system, we need to be able to represent that knowledge

appropriately, in a manner which allowe the knowledge to be foumd and used when

appropriate during the natural language understanding process. This need has been

pointed out for a long time by John McCarthy [1968] and is now generally recognized as

the central issue in artificial intelligence. Among the issues in knowledge

representation are: how should items in memory should be indexed and accessed, how

should context be represented, how should memory be updated, how can programs deal

with inconsistency - that is, if we have new information to be added to our lnowledge

base which is inconsistent with the infornation currently there, how should we store

the new information? can we (and should we) resolve the conflict? If not, which

information should we act on, or should we somehow integrate both parts of the

conflicting information into our action? Various wgays have been suggested for

handling this sort of conflict, for example, partitioning memory into a number of

possible "contexts", each of which is internally consistent. Another iLmortant

oroblem is that of decidirg whether and how we could 1now that a 'cmowled-ze

renresentation scheme is sufficient and icmplete, so that we coull be assured that qn-7

drnd of knowledge imaginable couli be represented in the scheme.
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5.2 3anmon Sense

We came to realize lurirg the 70's that we needed to endow natural language

programs with "common sense", which can only be based upon a body of 'knowledge of the

outside world. In understanding language, pople bring a large amount of information

to bear -Ahich cannot be deduced from the language itself. A sentence is never a

formula or a program Ahich is omplete in and of itself. No process of rewriting a

sentence could be sufficient to construct all the meanings that a hearer gets from

listening to the sentence. In many ways, language is a kind of shorthand or set of

index items; a listener uses these as keys, and retrieves from memory the rest of

(appropriate) information that must be added to the language in order to fornulate its

full meaning.

Consider, for example, the following sentences (frau iWinograd 19721):

The city councilmen refused to give the women a permit ot march because

(a) they feared violence.

(b) they advocated revolution.

In (a) they seems to refer to the city councilmen, whereas in (b) they refers to the

women. How do we judge this? The structures of the two sentences are identical, so

they cannot help us to distinguish the two cases. Thie only answer seems to be that qe

-mow a great deal about human behavior, and can readily access and apply thds

'knowledge when it is needed in understanding language.

One problem requiring common sense is the problem of judging Aether or not a

sentence is even meaningful. Related problems involve choosing the most appropriate

reading -hen several are possible, and .making appropriate inferences about sentences

or text passages. 3ome research from the mid-70's gave some tentative answers to

these kinds of problems.

5. Frames

:n his "frames theory" Hinsky rl?751 suggested that -we needed to be able to leal

with much larger memory units than had been considered before. ';e offerred as

candidates for the memory uits "frames", str'ictures consisting of a core and slots:

each slot corresponding to either a facet or participant of a concept embodied in the

frame, or a space for a pointer to a related 3oncept e.g. an instance of the frame's

-.. .. .......... ..... . -. ... . -. .. .. ....-- ' ". -. .. I~
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concept or a variation on the frame). Yinsky argued that an important f,mction of

frames was to represent stereotypes; stereotypes provide a neat explanation for

"lefault reasoning", the process by dhich we take the shorthand infornation available

in language, and retrieve and fill in the rest of the infornation that would

ordinarily be be expected in that situation.

Frames were also suggested for modeling context; that is, a context 2ould be

represented as a frame which in turn would contain as slot values other frames that

ought to be present in that context.

5.4 SCRIPrS

Another larger processing unit specialized for stories is the SCRIPT, proposed

and developed by Roger Schank and his collaborators at Yale FSchank and Abelson 19771.

SCRIPs correspond to stereotypes for stories, and are proposed as the kind of

information that allow us as listeners of a story, to fill in unmentioned details and

make appropriate inferences. SCRIPrs also can also provide a plausible mechanism for

expectation-driven text analysis. If we know a story is about a restaurant, we expect

that we may encounter a waitress, menu, table, a bill, food, and other specific kinds

of infornation; SCRIETs provide a kind of ready-made framework for encoding that kind

of information. As an example of the use of a script, consider the following story (a

simplified version of a story actually used by Wendy Lehnert F 19 7 7 ]).

John took the bus from New Haven to New York. On the way, his Docket was

picked. He went to Mama Leone's and ordered spaghetti. John couldn't pay the

bill, so he washed dishes.

4hat did John eat?

Notice that in the passage it was never mentioned that John ate spaghetti. it

says that he ordered spaghetti, yet we make the inference that he actually ate the

spaghetti in the absence of any inforation to the contrary. Lehnert's program used a

restaurant SCRIPT to make plausible inferences.

;.5 1on-literal arguge

Another realization of the 7,'s was that "de needed different or new te hniques

for dealing with non-literal language. As pointed out by a number of -orkers,

metaphor is a pervasive phenomenon in language. Typically wdords have manv .senses

wghich are not neatly capturei by a 3imple definition. Woris can be aenlie' in nove
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situations which are difficult to predict from any number of dictionary definitions.

come attempts to deal with nonliteral language included the "preference semantics" of

Wilks F19 7 6], and 3ecker's 1975] "ohrasal lexicon", a compendium of idioms -Wnich

cannot be understood as a composition of simple word lefinitions. Examples include

"big as a barn", "sly as a fox", "dry as a bone", and so on.

it was also recognized that new tech niques were needed for dealing with language

units that were larger than sentences. Such instances included stories or news

articles, dialogues, and descriptions or instructions.

5.6 Evaluation and Data on Users

One of the difficulties in evaluating the 2urrent state of the art in natural

language processing is that most papers only give psitive examples of the onerational

systems. There is no -day to tell whether these positive examples are typical of the

operation of the system, or whether they are an exhaustive list of all the questions

the system has ever answered appropriately. Ln addition, we have little infonation

on how users will behave with a natural language system if they are iot 2onstrained.

Ie do have some experience with tests where a human simulates a :Omputer r .alhotra

19-75][Tennant 19801. in such tests users sit at a terminal and type into it as though

they were typing to a natural language understanding program, when in fact they are

typing to another terminal where a erson is sitting pretending to be a natural

language ,mderstanding program. Such tests are probably too ,mconstrained because the

person simulating the natural language system is obviously capable of ,mderstanding

all sorts of language. Nonetheless, such tests are very instructive in gainin- an

understanding of how users would behave with an ultimate natural language system.

Such tests give much less information about -what the minimum features should be

included -.n order to make a useful natural language system. Some of the questions we

would like to Inow about user behavior are the following: Which features should a

system have? Which must it have? Which features are the most imortant? What

-anputational model most naturally handle such features? And finall y, is it mossibl

to have a restric-ted natural language system that would be truly convenient for

casual user?
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6. atural Language Pront aids for Data Bases

During the 70's a number of natural language data base front ends apreared:

LUNPLR Woods et al 19721 has already been briefly described; other systems includd
R2 FThompson et al 1969, 19751, an nglish-like extensible system; '/TADD R

%endrix et al 1978]; REQUEST EPlath 19761; and ROBOT hqarris 1q77

6.1 PLANES

As an example of the engineering approach and to give a more complete idea of the

current state of the art of natural language processing, I would like in this section

to discuss the PLANM system developed at the University of Illinois. PlANES is a

natural language data base front end that works on a large relational data base of

aircraft flight and maintenance data. PANESE assumes that all the language it obtains

is in the form of requests Which it turns into formal query language expressions. :t

then runs the query language expressions on the data base and returns an answer to a

user in an Tglish-like or tabular form. PLANES uses a "semantic grammar", that is.

it has ATN parsers for every kind of phrase that can occur in its world: time

phrases, phrases referring to aircraft, places, etc. The goal of the parsing phase of

PLANES is a set of semantic constituents; so for example, the sentence, "Which planes

had 10 or more flights during January 1970?" yields the semantic constituents "Which

plane"; "greater than ten flights"; and "January 1970". The goal of the front end

is to take these constituents and fit them into a "query template". The query

cemplate may not be filled in completely by the information that was given Ln the

English sentence and in this case, PLANES looks back through the dialogue to locate

and fill in missing items. Thus, given the pair of requests:

Which aircraft required more than 10 hours maintenance in June !079?

<answers question>

July?

PAT would use the information from the first sentence in fornulating a ouer-

-.xpression for the second sentence.

PLA'NES was lesigned fran an engineering oint of view and makes no oretense V

modeling psychological reality. Some of the advantages of the lesion of planes ar?

the following: (I ) It allows a nongrammatical input. The phrases can occur in an,-

order o that, for instance, the sentence. "'7s January '17) uascheiale inc

is a reasonable request for PLA:'ES. (2') PTANS can handle 'illirsis, as iistate , 
'.

the exaimle above; '3') ?LATES can also hanile some forns o)f nronoun -n ren- i
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manner similar to the way it handles ellipsis. (4 It can deal with mforeseen

requests because it is able to use the query template to do expectation-driven

analysis of such requests. It fills in the quer- template by categorizing all the

constituents it finds and then inserting those constituents in the appropriate slots

in the query temnplate.

PlANES handles seech acts by matching all the speech act words it can find and

then ignoring them; PIANE aldays assumes that the user is requesting information.

Thus PIANE matches and then throws away all such portions of requests as "Can I get

.", "Could I get ... ", "Can I have ... ', "Could you give me ... ", "Could you show

•..", "Could you gpet ... " and so on.

PLANES judges the olausibility or meaningfulness of questions through reference

to -tat we call "concept case frames". Some examples of concept case frames are
r<plane><receive><maintenance> ] or F<lane><fly><flight hours>]. The forner can match

sentences such as "Which planes had maintenance in January?" or 'Did any planes have

unscheduled maintenance during January?" and the latter can match sentences such as

"How many flight hours did plane 7 log in February?" Concept case frames are also used

for ellipsis and pronoun reference. If some constituents are missing ?LANE uses

concept case frames to decide 4hich constituents it needs to locate in the preceding

dialogue in order to form a canplete request.

Some aspects of plausibility judgement are also embodied in the semantic --ammar

since PIAN parses time phrases, place phrases, airplane phrases, and maintenance

type phrases separately. It can make judgements as to whether each of these

individual phrases is meaningful.

6.2 User valuation of PIA.IRS

in testing, we have found that users often ask vague and complex questions. 7or

example, users ask for reports such as in the following: "live me a month by month

status report for F-'s." The system is simply incapable of iecilina easily what

"status reort" means in this example. In other cases, the system may he aske to

,mke judgements as in the sentence, ".4hich lane had the worst maintenance recor -"

The problem here is that -orst maintenance record can mean iifferent thirds to

iifferent users. Is the worst plane the one that hal the most hours out -f serzice,

or is it the one that cost the most to repair, or is it the plane that renuired the

most maintenance hours during the onth. or i it the lass of plane that crashel most
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often that month? Without 1Irowing more about the user and his interests, we simply

cannot "ake such a judgement; as it stands, PlANS cannot even be programmed to

include representations of these various possibilities.

Users often input declarative information. For example users may say to he

system, "I-m only interested in A-7's". While it can deal with certain special cases

of this sort, PLANM is incapable of dealing with such sentences in an appropriate way

in general: it assumes that user inputs are requests, zless it recognizes them

specifically.

Users often refer to items which are not in the data base. For erample, a user

can refer to concepts from earlier sentences or answers to previous questions, and

MANES is not currently capable of dealing with such questions. In addition, users

sometimes refer to items that are not covered within the data base scope. For

instance, our data base has no infornation on pilots or the sources and destinations

for specific flights. Yet a user might reasonably be interested in askdng such

information and PLANES would simply say, "I did not understand your request."

Rewriting PLANES for a new lata base would be difficult. "uch of the information

in PLANES, including the semantic grammar for handling plane phrases and time pDhrases,
would not carry over to a different world, and a new semantic grammar would have to be

generated.

PLANES does not respond well ,ben it only partially understands the question.

Sometimes in such cases 7LANES will simply say, "I did not understand your question."

If no answer is found, PLANES simply says, "I found no ansLer." It could be that no

answer wgas found because there was no data of the sort the user was lookir for, and

?TA ES would not easily allow a user to distinguish this case from the one where there

were no instances of the specific type of event the user was looking for. This latter

ability is being added to PLANES.

.3 -valuation with 3asual Users

in recent testing rTennant 19QO], users were briefly (in less than I ninutes)

introduced to ?IA7ES. Users were chosen who were already familiar with avia-ion.

flight, and maintenance operations. ut of a total of 102 queries they entered, --

were ziderstood correctly by PANE. 'en were rejected by PLANES as >rxinte1lliible

and I z oroduced errors; that is, PLA'TM lii 3omething incorrect. )f 1he 11" errors,

were Iue to simple Missions in the litionar-, r-ammar )r luery jeneratcr Ini .;
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could be easily fixed, while the other D) failed because of inadequacies in the

formalisms of ?IANES and would be rather difficult to fix. 22 of the difficult er-rora

ere ie to the query generator, where the heuristics led FANMES to answer a r.iestion

different from "4at the user had intended. For example, when asked "How many planes

had NOR hours in during the time period?", i counted all the olanes that had an 7R

hours field instead of counting only planes that had greater than ) 'TOR 'iours.

Nonetheless, we are encouraged by the performance of PA'= and feel that with a

moderate amount of further work it will prove to be a useful practical program.

7. -mgineering and cognitive science

During the 70"s the limitations of the engineering approaches of the 60"s became

evident and the importance of developing a cognitive science has become more -enerally

appreciated. The reasons for this are summarized below.

(1) Even in simpler settings, language use was more complex and varied than was

expected. For example, even with a question answering system we see not just requests

but e=xamples of speech acts, declaratives, reference to discourse entities,

metaphorical and non-literal usages of language, and the need for understanding

me aknowledge.

(2) We see a conflict between portability of natural language systems and the

specialization of given systems. Systems that contain enough 'knowledge to be useful

in a limited domain often are not very portable -- that is, great amounts of

information must be 3dded to them in order to be useful for another domain. ?ortable

systems require large amounts of kmowledge to be programmed into them to make the

system useful in the new domain. We recognize now the need for a science of this

process. 7'urthermore, -e need to appreciate that as reported in the work on the
"mythical mar n'onth" by Brooks F19761 that if we have a project which requires a

thousand man months, we canot solve that problem by putting a thousand men on the

project for one month. "nen group size exceeds five or more people most of the time

is 3pent on commuication -with other group members about h4hat they're oing and very.

little time is actually spent in coding or developing systems. 'le need a greater

inlerstanding of the orocess of w riting such systems in order to be able to raiilv

oroduce larze scale natural language -mderstandinr systems.

K.% ' .
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T rhe reoresentations that we have developed to late are inadequate. They are

imrrecise. For example, the word "in" in the phrases "The crack in the wall" and "The

man i.n the room" represent very different '.nds of relationships between the woris in

the sentences. No adequate theory of representation of such words has been developed

to late. Furthermore, the representations that °de've dealt with to late are in many

ways inaprrooriate. A great deal of effort has been concentrated on syntactic

differences between sentences. A well known example is the following: "I saw the man

on the hill with a telescope." Farlier discussions of this sentence pointed out that

the phrase "with a telescope" could refer either to the man, that is, the man on the

hill could have a telescope, or it could refer to me; I could see the man through the

use of the telescove; and each of these would lead to different oarse trees.

However, we now realize that the most important distinctions here are not captured by

the syntactic structures, but are really at the level of inferences, e.g. about where

a m with respect to the man on the hill and -iere the telescope is with respect to

both of us, as illustrated in Figure 5.

Figure 6 illustrates that by adding other sentences to give greater context the

sentence is no longer smbiguous. The process of both being able to represent

appropriately the different meanings of this' sentence and being able to find the

apropriate representation given to two or more sentences in context is still a

outstanding problem.

(.X Finally, many types of language simply could not be dealt with at all. As

examples of these types of language, we can list physical events and actions,

iescriptions of scenes, maps, paths, and instructions; real conversations. ar-uments.

lebates, liscussions; language about -motions, accounts of inner experience:

meta-iescriptions and theories; situation assessment reports; poetic language,

humor, irony, lies; etc.

3.-urrent Topics in Natural Language Understanding

At this point I vould like to liscuss several current topin.s ar-i i."  ,c-i

feeling for the kinds of research that are being !one now - the -"ni; : 1'2s": n

that are being asked. The topics I would like to loo.< it inr. ui4 :3D'-- "-:

handling of novel language, especially netaphor; az-I i,?i nn rti inriq,

-mlerstanding systems: the handling of natural langiae that rfers '- a 'il

.rents; and the inclusion of "common sense" in natiral in mie Iai....anlin

crograms.
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3.' Seech Acts

Soeech acts are netvasive in the behavior of users -oward natural language

systems. As an example, consiier this invented but nossible iiaiogx:

User: Are there summaries for January?

3Ystem: Yes.

User: Jouid 1 have the January summaries?

System: Yes.

User: I would like the January summaries.

System: I understand.

User: *,here are the January summaries?

System: I don't understand that.

'User: Can you give me the January summaries?

3ystem: Yes, I already told you that.

User: Would you please give me the summaries for January?

hile this liscourse seems rather ludicrous for a system with a wide range of

possible behavior, it corresponds to a common problem with real systems, namely gnat

K<aplan F19191 has called "stonewalling" behavior. One possible solution is to view

each ue-rj as an instruction to select the closest matching procedure that the system

has available to it. 'uch a solution is used in ?TAN as 4ell as in other current

generation systems. A second solution which is only being investigated in a basic

research context is to model the beliefs, intentions and goals of the user. "hile

this second solution is much more difficult, it1 has a great theoretical interes7 ani

is probably the only solution Aiich will ultimately result in a system that has a

really satisfactory understanding of the requests of users. To give an ilea of h'.o

difficult this second solution is, it is estimated that 3riglish contains over 1 C

-words each representing different linds of speech acts. For example, agree, request,

inforn, state, demand, and imply are all different speech acts.

Another complicating factor in speech acts is that a single given speech act tan

serve many purposes. As an example, the sentence "That cake that you naie looks

Ielicious" might (I ) inform the hearer of one's opinion about the -cke: ' inf'o-

the hearer of one's opinion about the 2ook'3 7ampetence: r7 praise the 7ook or.

request some cake (or some more cake". %z another example, the sentence. ..o rlanes
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crashed in January, right?" both infors the hearer of the speaker's belief arni asks

'or onfirmation of the user's belief. in general, the liderstanding of spe-ch acts
is essential for any system which is to understand stories that contain dialogue, for

nmierstanding conversations, legal arguments, intelligence rexo rts, no litical

statements, as well as user innut to natural languMge s'stems, and so on.

3.2 'love! Language

Even though a system may understand a large number of individual words, Words can

be used in canbination to form concepts that are not easily understood as a simple

combination of the sm of the parts. For example, consider the phrase "Water pumn

pulley adjustnent screw threads damage report summary". A system may be capable of

merstanding each of the individual words and yet the overall ohrase refers to a

conceot that is nowhere in the dictionary. Recent work by -inin 11)801 and others has

investigated how one could develop productive rules for generating the meaning of such

long noun phrases. As another example, consider the sentence, "The tiger ran quizkkly

through the jumgle." In order to ,mderstand the meaning of this sentence, one must

realize that a tiger running quickly through the jungle -dill rxi at a different speed

than a tiger running quickly across a plain. That is to say, the words, "ran quic.-ky"

are relative to the terrain through which the tiger is running. We do not have c.

facilities for handling language of this type. (--!v "handling", I mean being able to

represent the different possible meanings differently, and being able to decide It:hn

meaning is intended in a given instance.)

Another Lmportant category of novel language includes metaphor, simile and

ana logy. Daring recent years we have come to zderstand much better how pervasive

such nhenomena are in language. M.Tetaphor can be broadly divided into two types, nich

-All ail "mall" and "larae". As an example of "small" metaphor, there is the

sentence, "The thought escaped me like a squirrel darting behind a tree" rtony

iOI4.  In this example note that we have no way of talking about behavior of thought

other than metanhorically. -ven saying "the thought escaped me" is using a metarhor.

Ulo note that in order to 'mderstand this we have to 'ave some notion of -he beha.i: r

)f squirrels, the physical meaning of the rest of the metazhor.

ks an example of a large metaphor, consider 4hat - nill the "hydraulic metathor

for econamics." The hydraulic metaphor can -overn l.are t-ortions Df a tex t, nerhans an

entire book on economics. We need the hydraulic metarhor -o rierstani terns li'ke

cressure, ~ccumulation, cash flow, cash reservoirs. inflati.:nar Pressre, .ainin. ".
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resources", etc. As another example of a large metaphor, consider the "conduit

metaphor" for cammunication, which treats language as though thoughts were capable of

being put into a bundle and sent through a pipe to the hearer where they are

unpackaged and inspected. Thus, we can say, "You aren't getting your ideas across lo

me" or "I gave her some good ideas". Other metaphors are possible for communication

including the "radio link" metaphor as in, "We were on the sane wavelength" or " hear

you loud and clear". It seems that some concepts can only be treated metaphorically

and have no neutral terms in which to be expressed. As an example, love can be tal'ld

about as though it were a team effort, a physical connection or bond, a master-slave

relationship, a resonance between two people, a journey, complementary shapes,

sharing, fighting or contention, mradness, etc.

For u aderstanding novel language we can identify two extreme approaches. One is

to have a number of canned concepts coupled with weak matching rules to select the

most appropriate canned concept. This approach has been used to date for most natural

language understanding systems. In general, however, we need other -kinds of methods

for reasoning about and ultimately producing new concept representations given old

concept representations. Such methods have only begun to be explored.

3.3 Plausibility Judgement and Common Sense

The third current research topic I would like to discuss is the problem of

modeling conmon sense and plausibility judgement in a language system. LIn general,

natural language processing systems have had no connection with the perceptual world.

That is to say, their only channel to the outside world has been through language. 1n

a strict sense, such systems cannot be said to 1know what they are talking about, but

can only know how to talk about things. They have no connection to the perceptual

world, no more than rudimentary plausibility judgement, no ability to handle language

about scenes, physical events and objects shades, no good way for handling metaphors

that attempt to interpret the abstract world in terns of the sensory-motor world, and

no facility or even hope of a facility for doing realistic reasoning from experience

(except linguistic experience).

Thus, current systems are unable to handle words such as -attract, repel, divide,

separate, connect, join, shatter, smash, scratch, cut, slice, crack, touch, hit, lean,

support, hang, bounce, warp, wear, bend, tear, chip, crease, etc. 'ote that these

words are extremely important not only in describing the physical world but also in

describing abstract worlds, in particular relationships and interactions between
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people. rthe!nore, no current systems can handle adverbial modifiers such as

almost, violently, gently, hard, suddenly, fast, slow, etc.

Plausibility judgements are important even in the rather simple world of question

answering systems for avoiding costly data base or memory search in the cases where

questions are asked that simply make no sense. For example, if asked, "Did any plane

crash more than five times last month?", a system should not have to go to the data

base and search it in order to answer the question, since crashes usually happen to a

given plane only once. It is possible that a user would expect a system to interpret
"any plane" as referring to a class of aircraft, e.g. A7, F4, TC-1O, or 747. Note

that in order to make this interpretation of this sentence, however, a system would

have to ,mderstand that "any plane" could not refer very meaningfully to a single

aircraft, even though the language of the sentence would typically suggest that only a

single aircraft was intended, as in "Did any plane have more than ten hours of

maintenance last month?" in this latter case we would not want to interpret "any

plane" as referring to DC-1 0 or F4 but rather as referring to a specific individual

aircraft.

As another example of the need for plausibility judgement consider the following:

How many propellor replacements were made for As?" In this case a system that

looked for propeller replacement examples then A4's had no propellers would waste

resources in a serious manner. Here the problem is how to represent the equipment or

nature of the items in the data base so that the data base search could be avoided.

As another example, consider the following: "We were afraid the milk might make the

baby sick, so we boiled it." Here, in order to to realize that "it" must refer to the

milk and not to the baby, a system must muderstand the ordinary behavior of people, in

particular that people might boil milk but would rarely boil babies.

;¢e have recently made progress in dealing with simple aspects of space. Since

space is a topic that can be shared by many possible natural language system

applications, many possible domains, we feel it is useful to consider it in the

abstract.

Programs written by Lois 3oggess F197g1FWaltz and 3oggess 19701 can deal with the

following types of sequences of input: The goldfish is in a goldfish bowl; the

goldfish bowl is on a shelf; the shelf is on the iesk; the desk is in a room. If

given a question, "is the goldfish in the roan?" the system can answer "yes" by

referring to a representation that it builds as shown in Figure 7.
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Ih systea can *Lmivly zheck to see that the goliish's coordinates lie -,-e

ina:sra-is defied by theS cormers of :he roaa and answer "Yes" easily. Peiu

an-proaches to ans.-.drirv such questiorns involved processes simil.ar to t~hse :ise-

tneorsm~~~~~~ Irvi~ we oeoAty to -apply a theormn, for exa~nC e, that i

b. and i4f b is in1 o, then a is in c, and then answer the -iuest-icn, "-s "he goldf-s'n

-he room"" by establishing the validity of a seqUence of theorean-like stets3.

gen~eral , thnere- -ay be mnany theor-ems, since wo rds such as "in" can have na.ny s:

2i'ars h crack in the -.all, the desk in the r-ocm, the w.ater 4_ tIe q laSs, -h? ::e

'-.he nro.There will in general. be different theorems for each of the -xs a f:

iean mgs 3f each word, so tha-, ansTwering questions -may 1o icokly cane to a la-ve

ano--t of search. :n this e-cample, -.-e can see that ie-cling Ajth space, -aetr4:s.

tcor4 4:Late syste-is, and distances jroviies a much si-=ncler and .tcrs Hirsc- so-ut--n t'

:-i: -rOblm.

%3'1sa ~nl of t*-e ISafu.-es3 of such abi1ity to 49a.- it s-ace. a

see eas4-r. 'ow to hsdethe -.uesti!on ; ::T cused r{ie.t

na,:ir - 'a :rocessir-i -n the early '3"3. The sentenTce that 3ar-*i----3 :4-S,4:e

.zv~~ts3c-79 tbsa y machine sy3t--Is was: .t e ',c-t is 4n tt'e e *

z~rtr 'S tat'iernt, we hare? to raiethat "ten 2an-not refer t0 in r4 r
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writing implement, 'Aich is rather fixed in size and smaller than most boxes. Tne

pen, in this case, more likely refers to a play Den or a stock pen. Using a program

similar to 3oggess's, mentioned above, we can note that boxes have a size range from
nerhaps twdo inches on a side to five feet on a side, that they are hollow containers,

and that pens -- that is, writing implements -- are on the order of six inches long

and a half-inch in diameter and relatively fixed in size and not hollow containers;

that pens -- play pens -- are roughly four feet on a side and hollow containers.

Stock pens are even larger. When a system tries to construct a special representation

of a box within a pen (writing implement) the system is simply incapable of creating

such a relationship. On the other hand, in the case of a box within a playpen or

stock pen, the representation could be easily constructed and the system :an thus

plausibly judge that "pen" in this case must refer to stock pen or playpen.

3.4 Progress

In this section I would like to point out, for the interested reader, a number of

recent projects that promise to solve some of the outstanding problems of natural

language mnderstanding.

The first topic of interest is knowledge representation. A number of pieces of

work in recent years have led to considerable progress in the knowledge representation

area. The ML-ONE system of Brachman Fi 9791 is general enough to represent grammar

rules, semantic interpretation rules, speech act rules, as well as object and event

taxonamies. "L-ONE is a language in which many different kinds of knowledge can be

expressed in a uniform manner, and shared between different components of a full

natural language uaderstanding system. TL-OE was inspired by the "procedural

semantics" ideas of Woods [19791.

Other work on representing mechanisms and the geanetry of objects has been done

by Rieger [19751, Hayes [1978], Forbus F19791, deKleer F1977, 19791, and altz F197ql.

Work in representing physical scenes and events has been done by Boggess r19'T9, Waltz

1980a,b], :erskovitz _1980], and Johnson-Laird r19791. Representation of large scale

space maps has been explored by iKuipers r1973] and Mc~ermott [1980].

Other work in knowledge representation has attempted to leal with problems cf

inconsistent 1knowledge -- that is, the problem of how to add new inf..r-nation to a

system "which may conflict with information presently in a system. "ork on

non-monotonic logic" to deal with such conflicts has been done by Doyle % q'3, 19 2 ,

... - f
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McDermott F19 7 9 1, 'deyrauch ' 1 9 7 91 and others.

3ome other examples of general progress are in the area of summarizing and

translating newspaper articles, modeling emotional conflicts and reactions, modeling

argoumentation, writing psychologically realistic parsers, making simple natural

language front ends commercially available, and understanding the meanings of phrases.

Recently there has been a great deal of interest in the generation of language and

also renewed interest in the area of speech understanding. .irtherore, many naturai

language parsers are approaching closure, that is, being able to handle all naturally

occurring grammatical types of sentences (see, for example, rBobrow 1980]).

.Summary

I have tried to show in this paper how ideas have progressed from the point where

we first understood that computers could be used for processirg text and general

concepts as well as numbers to the point where simple mechanisms for dealing -ith

lang,.age were tried but discarded for machine translation, through an era of attempts

to handle natural language processing through any means available, through the

engineering of systems that deal with simplified natural language in narrow domains.

We are now at a phase where we have begun to realize that in order to deal with

natural language, we have to understand better how it is that people process language,

so our emphasis has shifted from engineering to cognitive science. If we are to have

natural language understanding systems that are truly satisfactory, it must be the

case that natural language systems make appropriate inferences about the natural

language of people. It must also be the case that if a computer system presents

aiglish output to users, the user is justified in making the inferences one would

ordinarily make, given that language. In order to be able to meet these two criteria,

natural language systems must not simply understand the shallow surface meaning of

language, but must also be able to understand the deeper implications and inferences

that a user is likely to intend and likely to take from language. In order to do

this, the systems must be capable of understanding user goals, intents, ani

strategies, as well as multiple purposes served by any given piece of language.

Secondly, we have come to understand much more clearly that if we are to ever

build natural language systems with both depth and breadth, we must come to grips "ith

either the problem of learning from ex perience, or the oroblem of designing and

building software systems of a scope and subtlety beyond anything yet accomplishel.

in either case, we lack the '.mowledge of how to proceed. it seems arrogant to assume
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that we could program a natural language system to reach adult competence in language

in anything less than the twenty years required by humans, and, as argued by Brooks,

we cannot simply accomplish this task by putting more and more people on the same

project. Not only is it difficult to coerce such people to work effectively as a team

because of the sheer amount of intercammunication necessary; such an approach to

writing large natural language processors also requires that e .understand all the

knowledge representation schemes ahead of time so that all team members can generate

code portions that will work properly together. At the present such a massive

approach to a natural language understanding system is simply not feasible, and there

seems to be no prospect for anything other than narrow dmain natural language systems

for the foreseable future. Areas that still need a great deal of work incl.de

representation of space, time, events, human behavior, emotions, physical mechanisms,

and many processes associated with metaphor. %rthermore, we must face the problems

associated with learning fraa experience. Even if we are able to program a system

which has adult canpetence in language, such a system, if it is to display language

processing behavior like an adult, must also be capable of learning and dealing "ith

new concepts that are taught to it by a user or through experience. We as yet have

very few ideas on how to deal with such phenomena.

?inally, at this point in history there are many opportunities. 'We have some

natural language systems which are already useful and a number of others which should

be usefully applied within the near future. We also have seen continued dramatic

improvements and increases in the power of available hardware and software. Each

advance brings real time natural language processing closer and closer. Natural

language systems have for their entire history pushed the limits of available

computation, and increases in the computational power available to users will clearly

aid in the solution of natural language processing problems. Most computers have not

been designed to work well with natural language processing systems. Oomputers have

been tuned primarily for numerical problems. With the wide availability of VLSI

technology it -will be possible for natural language processing researchers to specify

and obtain computers which have architectures appropriate to the natural language

processing tasks. Some natural candidates for improvements in this area include trie

associative memories, memories with highly distributed processing, seprate processors

for syntactic, semantic, pragmatic, and processing phases of language, hardware fcr

analyzing speech, and so on. klready work is underway in these areas.
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